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ABSTRACT

In this paper we describe a method to compare cultures using common sense. This algorithm allows the comparison given self-descriptions of each culture without any knowledge or assumption for one cultural corpus with the other. This is a crucial characteristic for the escalation of the algorithm to other ontologies other than cultures.
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INTRODUCTION

One of the most recent approaches to artificial intelligence is to use lager databases of common sense facts to make computers know about every day life [4,7].

Common sense is acquired with the interaction with the environment. Changing the environment made some changes in the perception in the common sense and is one of the reasons why different and diverse cultures exist. This conception of common sense is building ontologism about everyday life based on the shared experiences of a community. This not only applies to persons from different parts of the world but also for a more wide spectrums backgrounds as organizations [1]. The driving force behind this project is try to find a way to track the differences in the grounding meaning of a conversation among people of different background. 

To prove this concept, we build a mail client application between a Mexican and an American
. The application has an agent that keeps watching what the user is typing, while makes commentaries of the differences in the grounding that can lead to possible misunderstandings. The system also uses these differences to calculate analogies for concepts that prove the same social meaning in both cultures. We focus this project in the social interaction among people in the context of eating habits but it could scale to other domains.

OpenMind has being build by 10,000 users. They has posted more than 650,00 common sense facts for the last three years. This architecture allows to have knowledge for a great variety of people. However, it also has the characteristic that not all facts are true for all possible cases. For example the fact: “A bride were a white dress” is a perfect piece of common sense that can be only applied to certain cultures. This fact, far to be a weak point in this corpus, is a simulation how people use the language to express facts of the world and is enabling new and successful approaches to Artificial Intelligence problems.

This paper is structured as follows. First, we present on example of the interaction of the system. First, we discuss how the system as build, the three databases and a draft of the algorithm is given. Finally, we explore directions for future work.

The user interface

The system interface has three sections: the first one – upper left – is the information for the mail addresses and the subject, the second one – upper right – is where the agent post its commentaries about the cultural differences and the third part – lower part – is the body of the message. The second section has also there sections, the upper one is the analogies for one culture to the other and the other two are the data that are not suitable for analogy (see Figure 1). For example: the third label for the Mexican culture, Mexicans thinks that dinner is coffee and cookies, and the second for American culture, Americans thinks that dinner is bake chicken, cannot make a meaningful analogy even if the differ only in one term.
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Dinvie i for Mesicans what lunch i for Americans
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‘Americans thinks that dinner i steak and eggs
‘Ameicans thinks thet dinner is bake chicken
Americans make the cinet a fime betveen 6:00 PM and 7:00 PM
‘Americans tinks that dinner is clam chovider
‘Americans tinks that dinner is smash polaloes
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| am gaing to have & diver nest Fiiday n my place.





Figure 1 A screen shot of the system

The user can click in the analogy and then have an explanation of the process to construct the analogy (see Figure 2).
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Figure 2 Explanation of the analogies

Implementation

The cultural databases

The system consists in three semantic networks. We use OMCSNet [5] semantic network as the core engine because it provide tools for context expansion and is specially designed for working with this kind of databases. The first one, called OMCNet.OM, was mined form the OpenMind corpus. The last two databases are cultural specific; they have knowledge about the Mexican and American culture – these semantic networks are called OMCSNet.MX and OMCSNet.US respectively. These two databases were built as self-description of the behaviors, attitudes, beliefs and habits of each society. This characteristic is very important to extend the algorithm to any database that express the way of life of any country, culture, organization or even person.

The OMCSNet semantics networks are built from tuples. The first element is the semantic relation and the other two, the origin and the destination nodes, are the concepts of this relation.

The cultural corpuses to create the cultural nets were created by direct interview of native of both countries. Because of the broad of cultural differences the interviews only focuses in the eating habits. Then the results of the interviews are mapped to its representation for the OMCSNet semantic network.

Calculating the differences

The calculation are divided in the following steps:

1. Data retrieval: The fists think that the system made in use the NLP package MontyLingua [6] to get the relevant concepts of the mail. This information are presented as tuples of (verb subject direct_object indirect_object). In the example above the NLP tool give the output (“have” “I” “dinner” “my place”). 

2. Context retrieval: Then we use each direct and indirect object of the tuples of the previous step and query the OMCSNet.OM for the relevant concepts. Querying this network first give us some query expansion of “cultural independent” relations. Because Open Mind is build for users all around the world and is a good sample of all the cultures in the world this is a valid assumption. The result of this query is used to get the context in the cultural nets. At the end of this stage the output was ranked using two criterions: the first one is prefer the concepts resulting for the cultural databases and the second is to rank first the concepts that come part of the email that the user has just written. This helps to address the relevance effectively by keeping preference in the important topics of each culture and in the recent topics of the mail. This process brings concepts as lunch, food, meal, and salad that are in the semantic neighborhood of dinner.
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Figure 3 The node retrieval operation

3. Node retrieval: In this step we get the tuples whose nodes are in the context of the mail from OMCSNet.MX and OMCSNet.US. The output of this step is the pieces of common sense knowledge for the Mexican and American culture (see Figure 3). In this point we have all what the databases have about the eating habits in both cultures. For example: the output from OMCSNet.MX has the following among others: ['TakeTime', 'dinner', 'between 8:00 PM and 9:00 PM'], ['KindOf', 'dinner', 'light meal'], ['IsA', 'dessert', 'rize with milk'], ['IsA', 'dinner', 'coffee and cookies'], ['IsA' 'food' 'chocolate']; and from OMCSNet.US has: ['TakeTime', 'dinner', 'between 6:00 PM and 7:00 PM'], ['KindOf', 'dinner', 'heavy meal'], ['IsA', 'dessert', 'pumpkin pie'], ['IsA' 'food' 'chocolate'].

4. Relevance of the nodes: By comparing each node of the cultural sets of knowledge in the previous step we can get its relevance. For this operation, the SIM [2] operation is used. This operation allows to get the similarity for each node in one set with all the elements of the other set. The operation map always between zero and one. If the value is one means that the both nodes are equals thus these nodes are discarded. Otherwise, the node is kept and the value is added to the relevance of the node. 

Her we present the previous examples with two extra numbers, the first one in the relevance of the context and the second one is the relevance giving the SIM operator. Note that the node ['IsA' 'food' 'chocolate'] is not show because it appear in both sets.

OMCSNet.MX output:  ['TakeTime', 'dinner', 'between 8:00 PM and 9:00 PM', 1, 6.2802068721555546], ['KindOf', 'dinner', 'light meal', 1, 6.2101867048218562], ['IsA', 'dessert', 'rize with milk', 0.59818184819382492, 4.8812555440858274], ['IsA', 'dinner', 'coffee and cookies', 1, 6.2802068721555546]. 

OMCSNet.US output: ['TakeTime', 'dinner', 'between 6:00 PM and 7:00 PM', 1, 5.9057359726671237], ['KindOf', 'dinner', 'heavy meal', 1, 5.8497342726466286], ['IsA', 'dessert', 'pumpkin pie', 0.59818184819382492, 4.9098667624657875].
5. Calculation of analogies: If the value of one node and the semantic relation in a tuples of one set are equal to the tuples of the other cultural set, so the unmatching concept is an analogy between Mexican and American culture. In addition, the semantic relation is analyzed in order to avoid irrelevant analogies. These analogies are ranked using the similarity between the two nodes. If two different pair of tuples allows the same analogy, the values of the relevancies are added (see Figure 4). In our example set, the only nodes that are suitable for analogy are the nodes that talk about the ‘KindOf’ meal the dinner is in both cultures. In  Figure 2, we can see this analogy; also because in the set we can make another analogy between dinner and lunch the both explanations are display.
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Figure 4 The calculation of the relevance and the analogies.
6. Calculate the nodes to display: The nodes are sorted using the relevance of its context and their similarities get by the SIM operator. 

7. Chose the information to display: The nodes ranked higher are chosen to be display. First, we chose the nodes to calculate analogies and then the rest of the nodes, the former nodes give information about things that are different but do not have a counterpart in the other culture, or are grounding information that has no sense to do analogy [3] see next section for more details. 

8. Map the concept to English: For each semantic relation in the net, a custom template that maps its information to English sentences was created and applied before display the information. For the analogies, an additional template is used to explain why the system made this analogy. In Figure 1 we show only the tops five concepts that are displayed after applied the template.

Conclusion

A culture is the common sense share by people of the same background; this could be seen as an ontology of the everyday interaction with the environment. Developing methods for effectively compare the difference between cultures will allow us to improve our methods to successfully compare semantic concepts.

For future work, we plan to extend this technique to general ontologies. Because the system compare the semantic networks with out any assumption of the relations between them we can compute terms that play similar roles in different ontologies. We have particular interest in performing ontology alignment for the semantic web.
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� This can be change to any different culture, changing the cultural databases.





1

